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different outcome variable types. In this issue, we will 
focus on situations in which the outcome is a contin-
uous variable, e.g. drug concentration in the blood. 

1. Statistical power and effect size

The majority of clinical trials are designed to 
answer a specific research question. For example, 
a study might compare two groups and have both 
null and alternative hypotheses. In general, the null 
hypothesis states that there is no difference between 
groups, and the alternative states that there is a sig-
nificant difference. Based on such a hypothesis, we 
can define type I and type II errors as follows:

A type I error is the probability of rejecting the null 
hypothesis (no difference) when the null hypothesis 
is true, while a type II error is the probability of not 
rejecting the null hypothesis when the null hypothesis 
is not true. The statistical power is the complement 
of type II error, i.e., rejection of the null hypothesis 
when the null hypothesis is not true. In other words, 
statistical power is the probability of a test identifying 
a difference when such a difference truly exists.

Due to random sampling, type I and type II errors 
are unavoidable in statistical tests, and the error 
rates that are acceptable need to be pre-specified in 
sample size calculation. In general, the type I error 
rate is often set at 0.05, meaning that 1 out 20 tri-
als will potentially make an incorrect conclusion that 
a difference exists when the truth is that there is no 
difference. The statistical power is often set at 80%, 
meaning that, if there is a true difference, then 80% of 
the time this difference will be detected by such a trial.

Effect size, which is the standardized mean differ-
ence between two groups, is another important piece 
of information needed for sample size calculation:

Effect size
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Standard deviation
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We are planning to conduct a phase III 
randomized trial to evaluate the difference between 
daily short infusions and continuous infusions of a 
chemotherapy drug on the concentration of an active 
compound in the blood. We understand randomization 
is important in conducting such a trial. How do we 
determine the number of patients to be recruited?

Sample size/power calculations are a very impor-
tant aspect of randomized clinical trials and should 
be performed during the design phase of a study. 
Incorrect sample size calculation alone sometimes 
can cause the failure of a trial, including making incor-
rect conclusions and providing false information for 
clinical practice.

In general, sample size of a trial should be appro-
priate for answering the research question. If a sam-
ple size of a trial is too small, then it might not be 
able to detect a difference of interest; on the other 
hand, if the sample size is too large, then the study 
will take longer and incur greater costs, and it might 
detect a difference that has no clinical significance. An 
extreme situation of the latter is to recruit all patients 
with a certain disease in a trial, so that the entire 
patient population can be studied. However, such an 
idea is quite problematic in many aspects, including 
1) difficulty in patient recruitment; 2) a longer time to 
complete the trial; 3) increased costs; and 4) chal-
lenges in data analysis. 

In this article, we will discuss some issues asso-
ciated with sample size calculation. Formulas and 
considerations for sample size calculation differ for 
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The numerator of effect size is the difference in the mean 
between the two groups to be compared. This value is 
usually provided by the investigator based on clinical 
significance. The denominator is the pooled standard 
deviation of the two groups calculated using preliminary 
data. This standard deviation can also be obtained from 
literature if preliminary data are not available. It is intui-
tive that effect size is negatively associated with sample 
size, i.e., if the difference between two groups is small, 
then a large sample size is needed to detect the differ-
ence. Otherwise, a small sample size is needed.

2. One or two-sided test

The choice of using a one-sided or a two-sided test 
for hypothesis testing depends on the objective of a trial. 
For example, if the goal is to demonstrate that a treat-
ment is better than placebo, then a one-sided test is 
appropriate; if two treatments are to be compared, then 
a two-sided test is more appropriate. Given that all other 
conditions remain the same, the sample size required for 
a one-sided test is smaller than that required for a two-
sided test. The decision to use a one-sided test is usually 
based on additional known information and thus com-
pared with using a two-sided test, less new information 
(smaller sample size) is needed to reach a conclusion.

3. Sample size calculation and assumptions of 
the corresponding statistical tests 

Assumptions made for different statistical tests 
are often different, and sample sizes calculated for 
different tests often differ, even with the same data. 
The derivation of the calculation formula is available 
in most statistical textbooks, and we will provide only 
the formula to demonstrate the differences.

a) Sample size calculation for a two sample Z test

Two common assumptions for the sample size 
calculation of a Z test are that the outcome variable 
follows a normal distribution and has same variance 
(known) of the two groups. Then, given a type I error 
of α and a type II error of β, the sample size of the first 
group for a two-sided Z test is given as follows:
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where zγ is the γth percentile of the standard normal 
distribution, r is the ratio of sample size of group 1 vs. 
group 2, and 1 2∆ = µ µ−

σ  is the effect size. When the com-
mon standard deviation σ is unknown and has to be 
estimated from data, a two-sample t test can be used 
to derive the sample size calculation. This is more 
complicated and will not be discussed in this article.

b) Sample size calculation for a non-parametric test

Comparisons between two groups can also be 
made by using a Mann-Whitney U test (also called 
Wilcoxon test), if the distribution of the outcome vari-
able is known to differ from normal. The total sample 
size can be calculated by,
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where p = P(Y > X)/P(Y < X) is the odds ratio, and 
c n

N
1=  is the proportion of subjects in group 1.

4. Sample size calculation software

Since sample size calculation is critical for a trial, and 
some formulae are not intuitive, so to avoid mistakes, 
hand calculations are not recommended. Therefore, a 
number of software packages have been developed.

a) Software packages

There are several software packages dedicated 
for sample size calculation, such as PASS and EAST. 
Since most of these packages are not free, we rec-
ommend users to carefully review the user’s manual 
and get necessary support from the developer or the 
user community, if needed, to ensure correct calcu-
lation. There are also generic computation software 
packages that can be used for sample size calcula-
tion, such as SAS, Stata, and R. 

b) Online sample size calculation

A few websites can be used for certain simple 
sample size calculation, such as, https://www.stat.
ubc.ca/~rollin/stats/ssize/n2.html (last accessed 3/11/ 
2018), and https://select-statistics.co.uk/calculators/
sample-size-calculator-two-means/ (last accessed 
3/11/2018).
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5. The proposed phase III trial as an example

In the proposed Phase III trial, assume that the 
difference in mean concentration between the daily 
short infusion and continuous infusion is 3µg/l and 
that the standard deviations are the same for both 
groups (5µg/l). Also set the type I error rate at 0.05, 
statistical power at 80%, and allow the same numbers 
of subjects in both groups (r=1). Then sample size 
can be calculated as, 3
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Therefore, a total of 88 (44 in each group) subjects are 
required to achieve 80% power, at a 0.05 type I error 
rate, to reject the null hypothesis of equal means when 
the difference in mean concentration is 3µg/l with a 
standard deviation for both groups of 5µg/l, using a two-
sided two-sample equal-variance Z-test. We also did the 
calculation using the EAST software; the result was the 
same. 

There are other considerations in sample size calcu-
lation. For example, trials with long duration may require 
an interim analysis. The attrition rate of subjects during 
the long trial may change the sample size. All these 
considerations should be taken into account. In sum-
mary, correct sample size calculation means effective 
resource utilization and valid study design and thus is 
an inseparable component of a successful clinical study.
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