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infarction who survive”, “negative myocardial infarction 
with death”, and “negative myocardial infarction who 
survive.” A number of algorithms have been developed 
for performing supervised classification, including logis-
tic regression, decision trees, support vector machines, 
neuron networks, etc. Often, a training data set is used 
to train the classification model, to determine the best 
parameters for mapping input variables onto outcome 
clusters. The model is then “validated” by using these 
parameters on a new data set to determine the vari-
ance between the model predictions and the observed 
results. Depending on the number of outcome classes 
and the specific goal of a study, different algorithms can 
be used.

1.1  Logistic regression

If there are two classes in the outcome set (binary 
outcome), then a logistic regression can be used to 
calculate the probability of a subject’s belonging to 
one class or the other. Subsequently, predictions can 
be made based on a cut-off value (w.r.t. probability 
or odds ratio) obtained from a training dataset. We 
have previously presented the application of a logistic 
regression model from the perspective of evaluating 
the association between risk factor(s) and a binary out-
come, and from the perspective of supervised learning, 
a logistic regression can be viewed as a classification  
algorithm. 

While a logistic regression can be used for pre-
dicting binary outcome, it does not allow the outcome 
to have more than two discrete classes. Multinomial 
logistic regression does not have this limitation, how-
ever, some perhaps unrealistic assumptions have to 
be made in its application. 

1.2  Decision tree

Compared to a logistic regression, which does not 
provide graphic output, a decision tree is featured with 
a tree-like graphical structure that includes root node, 
branches, and leaf nodes (see an example decision 

Women with coronary heart disease (CHD) might 
not experience chest pain. To avoid incorrect diagnosis 
and delayed treatment, is it possible to classify women 
by certain characteristics to facilitate better diagnosis? 

Cluster analysis has been widely used in biomedi-
cal research, including using high throughput data to 
explore disease subtypes, especially unknown sub-
types, clustering patients into different groups based 
on symptoms experienced, making predictions on 
patient outcomes using clinical and/or genomic infor-
mation, etc. In general, the goal of a cluster analysis 
is to group subjects that have similar characteristics 
into the same group, while maximizing differences 
across groups. There are many algorithms for defin-
ing clusters or groups, but these algorithms fall mainly 
into two categories: supervised clustering and unsu-
pervised clustering. Supervised and unsupervised 
clustering are directly analogous to supervised and 
unsupervised machine learning. 

1.  Supervised clustering

 Supervised clustering maps input variables onto 
predefined clusters of an output variable (outcome). 
For our example, input variables might be age, history 
of chest pain, and diagnosis of diabetes, while the out-
put variable might be incidence of myocardial infarction 
or death. An outcome variable can have two or more 
discrete classes. In general, the goal of supervised 
classification is to assign all subjects to one of the pre-
defined classes (clusters) of the outcome variable. For 
example, we might define outcome clusters of “positive 
myocardial infarction with death”, “positive myocardial 
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tree in Figure 1), to help visualize classification result. 
The goal of a decision tree is to divide the data/
subjects into smaller sets (subsets) based on infor-
mation in the data, e.g., patient age, gender, so that 
the majority of subjects in each subset belong to the 
same outcome class. In the women with CHD study, 
ideally, once all subjects are divided into subsets, the 
majority of some of the subsets are women with CHD, 
while the majority of other subsets are women without 
CHD. This will greatly facilitate the diagnosis of CHD 
in women because the probability of having CHD for 
women with certain characteristics can be substan-
tially higher than those with other characteristics. 
Computationally, a decision tree is constructed by 
minimizing the impurity of subsets with respect to the 
outcome cluster. However, the computational detail is 
beyond the scope of this article. 

A decision tree is easy to visualize, intuitive to 
interpret, and straightforward to implement in prac-
tice. However, it is challenging to choose the best tree 
depth/number of terminal subsets, and perform pre- 
and post-pruning.

1.3 N euron network

Neuron networks were originally developed to 
simulate the human brain. A neuron network in gen-
eral consists of input, output, and hidden neurons. In 
Figure 2, blue circles represent input neurons, orange 
and red circles represent hidden neurons, and green 
circles represent output. Hidden neurons can have 
more than one layer. Some non-linear functions can 

be used to calculate the probability of each output 
class. After a learning process, a neuron network can 
be used to make predictions for new subjects. Very 
often predictions made by neuron networks outper-
form predictions made by linear regression. However, 
a disadvantage of using neuron networks is that the 
whole process in not intuitive, and thus the results are 
difficult to interpret.

Logistic regression, decision trees, and neu-
ron networks are just a few examples of supervised 
classification. Because the outcome classes are pre- 
defined, it is thus feasible to choose factors that might 
be associated with outcome in a study to improve pre-
diction. However, in unsupervised classification, that 
becomes more challenging. 

2. U nsupervised classification

Unsupervised classification is more exploratory 
in nature because there is no known outcome clus-
ter or variable. In general, the goal of unsupervised 
classification is to assign each subject into one of the 
finite and naturally formed clusters. The commonly 
used algorithms for unsupervised clustering include 
hierarchical clustering, mixture models, k-mean clus-
tering, self-organizing maps, principle component 
analysis, etc. Because the total number of clusters is 
not known, it is challenging to evaluate accuracy of 
the clusters generated, especially for data with higher 
dimensions. 

Figure 1.  A decision tree example.
Figure 2.  A neuron network example.
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2.1  Hierarchical clustering

Hierarchical clustering may be represented by a 
tree-like (e.g., dendrogram) graphical structure that 
splits subjects into small subsets. Clusters are defined 
based on the path length necessary to connect ele-
ments of the cluster. Subjects within a cluster are closer 
to other subjects in the same cluster than they are to 
subjects in other clusters. The height of the nodes often 
represents to what extent subjects are similar to each 
other, the larger the height of the nodes connecting two 
subjects, the greater the difference between the two 
subjects. A cut-off value for separation distance can be 
used to classify subjects into clusters. In general, the 
larger the cut-off value, the fewer the number of clus-
ters, and the larger the number of subjects in a cluster. 
In the example dendrograms, if a larger cut-off value is 
used (Figure 3; red rectangles), then all subjects are 
clustered into two groups, and if a slightly smaller cut-off 
value is used (Figure 3; blue rectangles), then all sub-
jects are clustered into three groups. It is not straight-
forward to determine the best cut-off if the underlying 
true cluster structure is not clear. However, if there are 
true differences among subjects, then such a dendro-
gram provides clear visualization of the true underlying 
structure. 

Due to the exploratory nature of hierarchical clus-
tering, it is often difficult to determine what information 
(e.g., how many and what factors) should be used for 
calculating similarity across subjects. In fact, subjects 
can be clustered into entirely different groups if differ-
ent information is used. In addition, hierarchical clus-
tering is sensitive to outlier observations.

2.2 K -mean clustering

The goal of a k-mean clustering is to partition all 
subjects into a pre-determined number (k) of clusters 
based on minimizing the Euclidean distance between 
a subject and the centroid of the cluster that the sub-
ject belongs to. However, since subject partition is 
based primarily on minimizing the within-cluster vari-
ance, the cluster means converge towards the cluster 
center, thus the clusters are expected to (artificially) 
have similar size regardless of the nature of true 
underlying clusters. Consequently, this might result 
in incorrect classification. In addition, unlike logistic 
regression and decision trees, where the outcome 
clusters are known (always the same in repeated clus-
tering applications), the clusters defined in k-mean 
clustering can sometimes change, which causes diffi-
culties in interpretation. 

There are substantial differences between super-
vised and unsupervised clustering. In supervised clas-
sification, the outcome classes are predefined, while 
in unsupervised classification, there is no known out-
come in advance. If the goal of a study is to make 
predictions, then supervised classification is best; oth-
erwise, if the goal is to explore potential data associ-
ations, then unsupervised classification is best. Some 
computational algorithms, such as regression, are 
best suited for supervised clustering. Some computa-
tional algorithms used for unsupervised clustering will 
require making decisions on certain cut-off values. In 
some cases, the same algorithm (with modification), 
such as neuron networks, might be used for either 
supervised or unsupervised clustering depending on 
the goal of a study. 
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Figure 3.  Dendrogram examples. Left: subjects were 
clustered into 2 groups; Right: subjects were clustered 
into 3 groups.
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