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Missing values in data analysis
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I recently completed a randomized clinical trial and 
found out that there were missing values in the data. I 
have heard of missing value imputations and am won-
dering if such imputations could improve data analysis. 

In clinical studies, it is common for some partici-
pants to be lost to follow-up. Epidemiological studies 
are also susceptible to missing values, depending 
on the nature of the studies. While we all understand 
that avoiding this situation is preferable, and that it is 
important to design studies and develop trial protocols 
to limit the amount of missing data, sometimes, miss-
ing values are unavoidable. 

In this article, we will provide a brief introduction 
on whether we should worry about missing values, 
and on the strategies used to correct this situation. 
The issue of handling missing values is still under dis-
cussion, and more research needs to be conducted to 
improve our understanding.

1. Should we worry about miSSing valueS?

To better answer this question, we start with 
explaining the three types of missing mechanisms.

1.1 miSSing complete at random (mcar)

In general, if the probability of being missing is the 
same for all subjects in a study, then the data are called 
MCAR.1 Although MCAR results in a reduction in sta-
tistical power as well as the precision in estimating the 
effect of interest due to a decrease in the number of 
subjects, it does not cause bias in data analysis. This 
is because that with MCAR, the subjects with a valid 
value are considered as a random sample from all the 
subjects enrolled in a study, and thus they unbiasedly 
represent all the subjects. An example of MCAR is a 

missing outcome measurement due to a participant’s 
death caused by a traffic accident. Under MCAR, the 
probability of being missing does not depend on any 
observed or missing values, thus there is no system-
atic differences between the missing and the observed 
values. In general, if the proportion of subjects with 
missing value is small, e.g., <5%, then we do not worry 
too much about missing values. 

1.2 miSSing at random (mar)

If the probability of being missing is the same within 
groups defined by the observed data, i.e., the missing 
mechanism depends only on the observed data, but 
not the missing data, then the data are called MAR.1 
An example is that younger people are more willing to 
answer a question related to income than older peo-
ple, and within both the younger and older groups, the 
probabilities of answering this question are the same 
across subjects. Intuitively, MAR allows for predicting 
missing values based on the observed values because 
the missing mechanism can be modeled. The analysis 
of MAR data may cause bias in estimating the effect(s) 
of interest if the missing mechanism is not considered, 
and thus methods have been developed aiming at 
providing unbiased results, as well as recovering effi-
ciency (see section 2).2 Note that, the definition of MAR 
is more realistic and is broader than MCAR, and many 
methods make assumptions based on MAR. 

1.3 miSSing not at random (mnar)

Distinctly different from both MCAR and MAR, if the 
probability of being missing depends on the missing 
data, and remains so even given the observed data, 
then the data are called MNAR.1 Specifically, because 
the probability of being missing is related to unknown 
data, the missing-data mechanism cannot be modeled. 
In addition, there is a possibility that there are system-
atic differences between the missing and observed 
values, and these differences cannot be evaluated 
meaningfully. An example of MNAR is that higher 
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income people are less willing to answer a question 
related to income than people with lower income. Note 
that, in the example presented in 1.2 (under MAR), 
income value missingness depends on age, which is 
observed, and missing values can be predicted based 
on age; on the other hand, under MNAR, missingness 
is related to unobserved income, which renders mod-
eling and predicting missing value virtually impossible, 
and thus no existing statistical method can with cer-
tainty take account of the associated potential bias.

To obtain unbiased estimates when missing values 
exist, the relationship between the missing values and 
the probability of being missing needs to be modeled. 
Compared with MAR, MNAR missingness is consid-
ered a more serious problem because external infor-
mation or strong assumptions are needed to model 
data missingness. Thus, the best strategy to deal with 
MNAR is to find more data about the causes, then 
perform sensitivity analysis and make evaluations in 
an exploratory manner. Note that sensitivity analysis 
often is a part of data analysis plan and should be well 
described in advance. An ad hoc sensitivity analysis 
can also be performed if necessary.1

With the introduced three main types of missing 
mechanisms, it may be tempting to determine which 
one of the mechanisms the data of interest fit best, 
and then perform data analysis accordingly. However, 
although it is possible to demonstrate that missing 
data are not MCAR,3 the MAR and MNAR mecha-
nisms cannot be distinguished because the missing 
data are unknown, and it therefore cannot be verified 
whether the observed data can predict the unknown 
data. Consistent with this reality, pure MCAR, MAR 
and MNAR mechanisms rarely exist, and it would 
be more meaningful to consider the true mechanism 
as a continuum of MAR and MNAR, and to develop 
a data analysis plan that accommodates such a  
complexity. 

2. the StrategieS to handle miSSing valueS

2.1 complete-caSe analySiS

This is the default method used in many data analy-
sis plans. Specifically, all the analyses are performed on 

only those who have completed a study (completers), 
and subjects with any missing data are excluded. When 
the typical statistical analysis methods are used, the 
required assumption is that the completers are a ran-
dom sample of the complete study participants, i.e., 
MCAR. Otherwise, if the missing mechanism is not 
MCAR, then the effect estimation(s) might be biased. 
It is evident that the analysis of completers results in 
reduced statistical power because the total number 
of subjects is smaller compared with the study enroll-
ment. To increase the number of subjects, sometimes a 
pairwise deletion method, which uses all the observed 
data, can be used. For example, to calculate the cor-
relation between two variables, all the participants 
with valid data for these two variables will be included, 
regardless of whether there are missing values in the 
other variables. One potential inconvenience of these 
analyses is that the number of subjects might differ for 
different outcomes, and it is important to clearly report 
such differences.

2.2 the indicator method

This method is commonly used in epidemiological 
studies, especially when the baseline covariates are 
partially observed.4 By including an indicator variable, 
the systematic differences between the observed and 
missing data can be modeled and the full dataset can 
be retained. For example, some participants do not 
have baseline smoking status data, and they can be 
assigned to an “unknown” category. Although this cat-
egory might include a heterogeneous group of peo-
ple, they share some similarities, compared to those 
who reported smoking status. Under certain condi-
tions, the indicator method yields an unbiased effect 
estimate (van Buuren 2018).5 However, if these con-
ditions are not met, it might generate severely biased 
estimates, even under MCAR.

2.3 the imputation methodS

2.3.1 Single imputation

There are various forms of single imputation meth-
ods. In general, it is required that the missing values 
are replaced based on certain rules. 
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a. Mean imputation–The mean of the observed val-
ues for each variable is computed, and the miss-
ing value is replaced by the mean. This method 
can yield severely biased estimates even under 
MCAR.6

b. Last observation carried forward–In longitudinal 
studies, a missing value is replaced by the previous 
observed value. While it might sound meaningful 
for certain situations, there are strong oppositions 
on applying this method in any studies because 
this method has never been shown to be able to 
generate unbiased estimates.7

c. Baseline observation carried forward–the missing 
value is replaced by the baseline observed value.

One commonly acknowledged limitation of a sin-
gle imputation is that it results in underestimated data/
effect variability. This is because this method directly 
replaces a value of uncertain, i.e., missing, with a 
value with certainty. It worth noting that the validity of 
these methods depends more on the assumptions, 
e.g., why the missing values should be considered 
the same as the previous values rather than random 
(MCAR). In general, most of single imputation meth-
ods are based on strong and unrealistic assumptions, 
and studies have demonstrated that multiple imputa-
tion methods often outperform these methods under 
most commonly seen conditions.

2.3.2 multiple imputation (mi)

Multiple imputation is a flexible and attractive 
approach dealing with missing values and has been 
incorporated in several commonly used statistical 
software packages.1,8,9 It tackles the uncertainty about 
the missing data in two steps,

a. Creating several different imputed data sets
Because we can never know what the missing values 
are exactly, it is a viable solution to generate several 
values by randomly sampling the predictive distribu-
tion derived from using the observed data, to account 
for the uncertainty associated with the missing val-
ues. And it has been shown that generating a small 
number of imputed datasets, for example 5, could 
substantially improve the quality of estimation.10

b. Combining the results obtained from datasets gen-
erated from step ‘a.’
Once the imputed datasets have been generated, 
standard statistical methods can be applied to 
each of the imputed dataset. Then, all the effect 
estimates from these analyses can be summarized 
into one statistical inference. This is valid because 
the summarized information is obtained by averag-
ing over the distribution of the missing data, given 
the observed data.

Note that to model the distribution of the missing 
data correctly, a wide range of variables should be 
included in the imputation models, including all varia-
bles required for evaluating the effect of interest, all var-
iables predictive of the missing values, as well as those 
influencing the process causing the missing values.9

Although MI has many desirable properties for data 
with MCAR and MAR–for example, MI can recover 
efficiency when data are MCAR–it might result in 
biases similar or even larger than complete-case anal-
ysis if the assumptions made are not valid. Therefore, 
if results from complete-case and MI analyses differ 
substantially, then attempts should be made to under-
stand the causes of such inconsistencies.

2.4 model-baSed methodS

The maximum likelihood method is one of the 
model-based methods for modeling data with missing 
values. Specifically, the joint distribution of outcome 
and covariates is fitted to maximize the probability of 
observing the values that are truly observed.11 One 
potential issue with the likelihood method is that the 
normality assumption might not be valid. In addition, 
only a few model-based methods are available in com-
monly used statistical software.

In summary, missing values are often unavoida-
ble in clinical and epidemiological studies. Depending 
on the mechanisms that lead to missing data, different 
approaches should be taken to avoid biased results. 
While complete-case analysis is often the default 
method to apply, predicting missing values by multiple 
imputation is gaining increased popularity. It worth not-
ing that no single analysis method is definitive when 
missing data occur, and a combination of different 
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strategies and methods should be employed to min-
imize the risk of making incorrect conclusions.
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