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I am evaluating the feasibility of making predic-
tions on COVID-19 patient treatment outcomes using 
data from various measurements. My impression is 
that, compared to traditional statistical methods, artifi-
cial intelligence (AI) results in better predictions. I am 
wondering what the pros and cons of the AI methods 
are.  

First introduced by Alan Turing, who is often 
referred to as the “father of computer science”, and 
then later defined by John McCarthy, AI is “the sci-
ence and engineering of making intelligent machines, 
especially intelligent computer programs. It is related 
to the similar task of using computers to understand 
human intelligence, but AI does not have to confine 
itself to methods that are biologically observable.”1,2 

AI is a rapidly developing field, and encompasses 
a number of subfields and applications, including 
machine learning (ML), natural language processing, 
computer vision, robotics, and expert systems.3 Among  
them, ML is the subfield that has the most applica-
tions in the biomedical field.

Compared to traditional statistical methods, ML 
methods often dominate accuracy benchmarks and 
achieve substantially better results. On the other hand, 
the improved predictive accuracy is associated with 
increased model complexity, which results in increased 
difficulty in interpretation.4 

1. Machine learning (ML) 

ML involves the development of algorithms for 
understanding and building methods that “learn”, i.e., 
methods that leverage data to improve performance 
on some set of tasks.5 In general, ML starts with build-
ing a model based on sample data, which are known 

as training data, and then making predictions or 
decisions without being explicitly programmed to do 
so.6 In other words, the decision making process in 
ML is data-driven, rather than following explicitly pro-
grammed instructions. There are several types of ML, 
including:

1.1 Supervised learning

Supervised learning involves the development of 
algorithms that are trained on a labeled dataset, i.e., 
the output is known for each example in the training 
data, and the goal is to build a model that can make 
predictions on new examples based on the patterns 
learned from the training data. Examples include the 
interpretation of radiographic images such as chest 
x-rays or mammography. The training data for these 
examples are images that have been interpreted by 
experts. The AI “looks” for patterns in the images that 
lead to the correct interpretations. By nature of its com-
putational speed, the AI can “try” many patterns includ-
ing patterns that humans have not considered. Once 
patterns are recognized based on the training data, 
the AI is presented with new images to test the pattern 
recognition algorithm. The AI “learns” by rejecting pat-
terns that are not successful against new images and 
continuing to evaluate successful pattern algorithms 
against additional new test images. There are several 
AI-based supervised learning methods, and many 
software packages have been developed for facilitat-
ing the implementation of such methods. For example, 
neural networks analysis can be performed using soft-
ware packages/libraries developed in R (“neuralnet,” 
“nonet,” “mxnet,” etc.), Python (“Keras,” “TensorFlow,” 
“PyTorch,” etc.), or Java (“Deeplearning4j,” “Neuroph,” 
etc.). 

There are other supervised learning methods, 
such as decision trees, random forest, logistic regres-
sion, etc. Note that although most of these methods 
are not considered as AI-based, some can be used as 
part of an AI system.
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1.2 Unsupervised learning

Unsupervised learning is a type of ML for discov-
ering some underlying structure or pattern in the data. 
Compared with supervised learning, the data do not 
have known labels, and the algorithm is expected to 
discover the structure of the data through techniques 
such as clustering. Examples include AI to play chess 
or go. The AI does not initially “know” what moves 
are immediately “good” moves, but learns the value 
of moves by “looking” further and further ahead into 
the game. Completely new lines of strategy never 
considered by humans are discovered and adopted 
by master players. Other examples of the neural net-
work based unsupervised learning algorithms include 
autoencoders and deep generative models, and they 
can be implemented by using the packages/libraries 
developed in R (“neuralnet,” “autoencoder,” “deep-
autoencoder,” etc.), Python (“Keras,” “Tensorflow,” 
“Pytorch,” etc), or Java (“Deeplearning4j,” “Encog,” 
etc.). 

There are also other unsupervised learning algo-
rithms, e.g., the k-means and hierarchical clustering.

1.3 Other ML methods

Besides supervised learning and unsupervised 
learning, other ML methods include reinforcement 
learning and semi-supervised learning.

The choice of the ML method for a project depends 
on various factors, including the type of data, the 
overall goal and other considerations. If all the train-
ing data have known labels, for example, then super-
vised learning methods are more preferable than 
unsupervised methods. If the data require nonlinear 
decision boundaries and contain complex relation-
ships, then neural networks can be more appropriate 
than random forests. Meanwhile, if there is a need to 
process a large amount of unstructured data, then a 
neural network is also preferable than decision trees, 
which are better suited for structured data. On the 
other hand, if there is limited computational resources 
to train the data, then a decision tree might be more 
practical.

2. The advantages of AI 

2.1 Improved accuracy

Compared to traditional statistical methods, AI 
often can extract high quality predictive models from 
the mining of a large amount of raw datasets and 
achieve better predictions. In a study with 247,960 
de-identified patients infected with COVID-19, for 
example, the recurrent neural network model was 
shown to have higher prediction accuracy on a num-
ber of clinical outcomes, compared to traditional 
statistical modeling.7 In another study with 1,500 
COVID-19 patients, the random forest analysis was 
shown to have the best performance in identifying 
patients with high risk of mortality after infection.8 This 
is because that most of the AI methods are capable 
of handling non-linear relationships between predic-
tors and outcomes, and can handle a large number 
of predictors with stable output. In addition, they are 
less likely to overfit prediction models than traditional 
methods.

2.2 Enhanced efficiency

AI can more efficiently process and analyze large 
datasets and identify potential targets for prioritizing 
research efforts. In particular, AI often outperforms tra-
ditional modeling in variant calling, genome annota-
tion, variant classification, and phenotype-to-genotype 
correspondence.9 Artificial intelligence has also been 
successfully applied in radiology to automate tumor 
and organ segmentation, as well as tumor monitor-
ing.10 Besides, AI often does not require explicit user 
input of the features, and can use multiple layers to 
progressively extract higher level features from raw 
input.11 For example, a deep learning algorithm that 
uses a patient’s CT volumes to predict the risk of lung 
cancer was able to achieve a 94.4% area under the 
curve among 6,716 national lung cancer screening 
trial cases.12

Compared with traditional statistical modelling, AI 
algorithms can often be easily scaled and automated 
to perform tasks without human intervention, and 
many are designed to continually learn and improve 
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over time, and thus have better adaptivity to changing 
circumstances.

Although AI is a powerful tool that can be used to 
solve a wide variety of problems, there are several lim-
itations that have not been appropriately addressed. 

3. The limitations of AI

3.1 Lack of transparency

The biggest concern in AI applications, especially 
in biomedical and healthcare fields, is that most of 
the AI systems, particularly those based on ML tech-
niques, can be difficult to understand or explain. This 
problem is often referred to as the “black box” problem; 
it thus can be a barrier to adopt AI in some contexts. 
In the medical field, for example, in order for a patient 
to trust and accept a decision, it is important that the 
doctor and patient have a clear understanding of how 
a diagnosis was reached and how a prediction was 
made. Without knowing the underlying rationales, it is 
difficult for the doctors to understand the limitations of 
the AI system and to what degree to rely on it. 

Many efforts have been made to improve trans-
parency and interpretability of AI systems. For exam-
ple, federal agencies and the White House have 
been working to define federal guidelines for devel-
oping and using understandable and explainable AI 
systems, which focus on developing methods that 
can be understandable to humans. In December 
2020, Executive Order 13960 included that AI should 
be understandable, specifically that agencies shall 
“ensure that the operations and outcomes of their AI 
applications are sufficiently understandable by sub-
ject matter experts, users, and others.”13,14

The most straightforward way to develop explain-
able AI is to use more interpretable models, e.g., 
decision trees are more interpretable than neural net-
works. For techniques that are difficult to interpret, 
such as neural networks, there are methods to make 
them more interpretable, e.g., sensitivity analysis can 
be used to help understand how a model is making 
decisions. Specifically, in sensitivity analysis, the input 
data are systematically altered and the output data 

observed, to understand how the networks are using 
the input to alter the output, and which factors are 
most important in determining the output. However, it 
is worth noting, sensitivity analysis has its limitations 
and might not capture all the interactions among input 
and output of a network.15 

Traditional analysis tools have also been used 
to improve AI transparency, including validating the 
results of AI models to ensure that they are accurate 
and consistent, supplementing the results of AI to pro-
vide additional context and details, and identifying the 
factors that are most important in the AI system.

If feasible, a hybrid approach can be used to com-
bine the strengths of human interpretation and AI 
systems to make more interpretable decisions. In addi-
tion, it is important to regularly test and validate the 
explanations of an AI system to ensure its operation is 
intended and the explanations are helpful. Otherwise, 
the AI might “discover” an algorithm that works very 
well with existing data, but it does not continue to accu-
rately interpret additional new data. Results are not 
always generalizable. Nevertheless, explainable AI is 
an active area of research, and there is still much work 
to be done in this area. 

Artificial intelligence also has other limitations, 
such as computationally expansive and lack of struc-
ture, which introduces difficulties in identifying biases 
that may be present in the data. 

Overall, AI has the potential to transform the field 
of biomedical research and practices by offering novel 
decision-making systems for automating disease diag-
nosis, improving patient outcomes, and reducing the 
burden of disease. Among the various types of AI algo-
rithms, the choice of an algorithm depends on the data, 
the objectives, and constraints of a project. Compared 
to traditional modeling, AI often performs better in mak-
ing predictions/decisions. However, a serious concern 
of applying AI, especially in the biomedical field, is its 
interpretability. Interpretable AI is an area of active 
research. With the introduction of more powerful, effi-
cient, and transparent AI, it is foreseeable that there 
will be a greater use of AI in a wider range of fields 
and domains in the future. Meanwhile, the prevalence 
of AI in various fields is likely to stir more debates and 
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discussions on the ethical and societal implications of 
this technology.
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