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I am planning a pre-clinical study to compare the 

effect of two active drug compounds on a metabolic 

biomarker. We will be using 8 mice in each group. Is 

this sample size considered to be small?

Sample size is one of the critical considerations 

in various types of biomedical research. Whether it 

is a pre-clinical study, a randomized controlled clini-

cal trial, or an epidemiological investigation, the size 

of the sample has profound implications for the reli-

ability, validity, and generalizability of study findings. 

In fact, sample size is not only a key consideration 

that influences the study’s statistical power and preci-

sion, but also determines the study’s capacity to draw 

meaningful conclusions and to extend the findings 

to a broader context. Although the absolute size of a 

study may differ, the interpretation of a “small” sample 

size is contingent upon the unique characteristics of 

distinct study type, outcome measurement, and study 

design. This article primarily explores what factors 

potentially contribute to whether a study is considered 

as “small” in the context of conducting effective bio-

medical research, rather than delving deep into sta-

tistical methodologies for analyzing data with a limited 

number of observations.

1. Determinates of a “small” sample size

A reasonable sample size for a biomedical study 

is often determined after considering several factors. 

While a large sample size is often favorable, depend-

ing on the nature of a study, at certain times, a “small” 

sample size might also be a reasonable option when 

compromises must be made. 

1.1 pre-clinical vs. clinical stuDies

Pre-clinical studies are often conducted before 

clinical trials and involve laboratory-based research 

using cells, tissues, or animal models. The primary 

goal of pre-clinical research is to gather prelimi-

nary data and understand the safety, efficacy, and 

mechanisms of action of potential interventions, 

such as new drugs, therapies, or medical devices. 

It is noteworthy that while results from pre-clinical 

studies may not always transition to subsequent 

clinical trials, they remain an efficient and cost-  

effective means of obtaining valuable information. Pre-

clinical studies are often a prerequisite for clinical 

investigations.

Compared to randomized controlled clinical trials, 

pre-clinical trials often feature a “small” sample size, 

typically preset at 6 to 20 animals per group, and  

frequently without a formal power calculation. 

However, this seemingly modest sample size is justifi-

able for several reasons:

-  No Previous Work: For instance, pre-clinical 

studies are designed to explore novel treat-

ments without pre-existing work, and there 

is often no reference available for power cal-

culation, making a formal power calculation 

challenging.

-  Genetic Homogeneity and Controlled Environ-

ments: Experimental animals in pre-clinical 

studies are usually not only genetically homo-

geneous but are also exposed to similar envi-

ronments. This controlled setting reduces 

variability and thus enhances the ability to 

detect treatment effects.

-  Focus on Large Effect Sizes: While pre- 

clinical studies provide preliminary data on the 

effect, there is often a preference for detecting 

treatments with large effect sizes to improve 

the chance of real effectiveness in subsequent 
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clinical trials. This emphasis on treatments 

with a substantial impact justifies the use of a 

“small” sample size in the pre-clinical phase. 

There is also a consideration on biological vs. 

technical replicates,
1
 however, this is beyond 

the scope of this article.

Therefore, in the proposed study, 8 mice per group 

is often not considered as a “small” sample size. 

Conversely, subjects in a clinical study are often more 

heterogeneous, depending on the inclusion/exclu-

sion criteria, and more subjects are often expected. 

Besides, epidemiological studies are designed to 

investigate health-related phenomena at the popula-

tion level and are typically characterized by their large 

sample sizes and observational nature.

1.2 outcome measurement anD statistical power

While statistical power requirement has a crucial 

role in determining the sample size of a study, the 

interpretation of a “small” sample size varies across 

different outcome measurements. For instance:

-  Continuous Outcome: In the case of a contin-

uous outcome, given the same effect size, the 

statistical power is determined by the num-

ber of subjects included in a study. If this total 

number is small, then given the same effect 

size, the study is deemed “small” indicating 

lower statistical power.

-  Time-to-Event Outcome: Conversely, for a 

time-to-event (survival) outcome, statistical 

power is influenced by the number of events 

rather than by the total number of subjects. 

In other words, the ability to detect differ-

ences or effects in survival analysis depends 

primarily on having a sufficient number of 

events.
2,3

 If the event rate is low, even a 

study with a large total number of subjects 

may lack the power to detect differences in 

survival times. For example, if no subjects 

have an event, it becomes impossible to 

identify factors associated with that event 

in a study. Therefore, the number of events 

might be more pertinent to determine if a 

study is “small.” Additionally, in the case of 

a binary outcome, the statistical power, and 

thus whether a study is considered “small,” 

is also influenced by the number of events, 

assuming the same effect size.

1.3 Different types of stuDy

The determination of sample size holds distinctive 

considerations for studies of different natures, such 

as pilot studies compared to confirmative studies.

-  Pilot Studies: The emphasis is often on feasi-

bility, exploration, and obtaining initial insights 

into the research question. As such, sample 

sizes are typically “smaller”, and the primary 

goal is not statistical significance but rather 

refining study procedures and assessing the 

practicality of the research design. 

-  Confirmative Studies: Aiming for robust sta-

tistical evidence, demand larger sample sizes 

calculated based on power analysis to detect 

meaningful effects. These studies prioritize 

precision, reliability, and the ability to draw 

definitive conclusions. 

Striking the right balance in sample size is essen-

tial, ensuring that pilot studies provide valuable 

groundwork for confirmative studies while the latter 

possess the statistical power needed for meaningful 

and generalizable results. Therefore, depending on 

the goal of a study, the same sample size can be con-

sidered as “small” for a confirmatory trial, or accept-

able for a pilot study. 

2. stuDy Design

At times, what might be regarded as a “small” 

study within a specific design framework could be 

deemed acceptable when transitioning to a different 

design with the same number of subjects. For exam-

ple, a crossover design is often considered more effi-

cient than a parallel design due to several factors.
4

-  Within-Subject Comparison: In a crossover 

design, each participant serves as his/her 

own control, receiving all available treatments 

in a randomized order. This within-subject 
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comparison reduces variability attributed to 

individual differences, leading to increased 

precision and statistical power. In addition, 

crossover designs inherently control variabil-

ity between subjects, as each subject under-

goes all treatments. This can be particularly 

advantageous in situations in which there is 

significant variability in responses among 

individuals.

-  Balanced Treatment Allocation: For the same 

reason, the treatment assignments are sel-

dom imbalanced in crossover design, which is 

also associated with improved efficiency of a 

study.

Therefore, a crossover design with the same num-

ber of subjects might not be considered as “small” 

compared to a corresponding parallel design. On 

the other hand, it is important to note that crossover 

designs have limitations, such as the potential carryo-

ver effects and complexity in implementations. 

As another comparison, there are differences 

in sample size considerations between cohort and 

case-control study designs:
5

-  Cohort Study: Efficient for studying rare expo-

sures but may require a large sample size for 

rare outcomes.

-  Case-Control Study: Efficient for studying rare 

outcomes but can be less efficient for rare 

exposures.

Therefore, in studies related to a rare event/ 

disease, a cohort study with a large number of par-

ticipants might be deemed “small” due to the scarcity 

of cases. Conversely, a case-control study with the 

same total number of subjects could be considered a 

respectable sample size. It is crucial to note that there 

are other distinctions between a cohort study and a 

case-control study, such as duration, cost, selection 

biases, and confounding, which, though pertinent, are 

beyond the scope of this article.

Now, although our focus is not comparing statis-

tical methodologies, it is important to understand that 

statistical analysis can be more challenging for stud-

ies with a “small” sample size.

3. statistical analysis for “small”  
sample sizes

3.1 continuous outcome

A small sample size makes it difficult to exam-

ine the assumptions for statistical modeling, includ-

ing, data distribution, equal variance, etc. Should a 

non-parametric method be used, it might result in fur-

ther reduced statistical power and in limited choices 

of available modeling options.

3.2 categorical outcome

Statistical power is often lower, with limited data 

analysis options, if the outcome is categorical. While 

a Chi-squared test is commonly used, a Fisher’s exact 

test
6
 is often more appropriate for a “small” sample size. 

Nevertheless, interpreting the results from some other 

models can be complex, and there may be instances in 

which assumptions of the models are violated.

As an alternative, a categorical outcome can be 

converted into a binary outcome if not already binary 

and analyzed using a logistic regression. Additionally, 

for situations with small sample sizes, options such as 

the firth option in SAS Proc Logistic can be considered.
7

3.3 Bayesian analysis

Bayesian analysis facilitates the integration of prior 

knowledge or information concerning the parameters 

under estimation. This capability is particularly valuable 

when working with small sample sizes, as it enables the 

utilization of existing knowledge to enhance parameter 

estimation. By incorporating prior information, Bayesian 

methods offer a means to supplement limited data and 

provide more informed and robust inferences. However, 

there might be a learning curve in applying Bayesian 

analysis for data with a small sample size.

Small sample sizes can introduce several lim-

itations, including limited generalizability, the risk of 

random variability, lack of precision and reliability, 

and limited exploration of heterogeneity. It is impor-

tant to be aware of these limitations when interpreting 

and generalizing study findings. On the other hand, 
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whether a study is considered as “small” depends 

on many factors other than its absolute number of 

subjects, including the nature, type and outcome of 

a study, the study design, etc. For data with a “small” 

sample size, there might be limited options for data 

analysis, and caution needs to be taken to ensure the 

validity of the analytical methods used.
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