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          I n some studies, the instrument used cannot pro-
vide precise measurements of the outcome of interest 
for some of the samples. In such cases, usually, a val-
ue, for example, “undetectable” is assigned to those 
samples. Statistically, analyzing these data is difficult 
using parametric methods, such as t test, ANOVA, 
without making major assumptions or censoring. For 
example, supposing that we assign two different ar-
bitrary values (beyond the detectable threshold) to 
the non-detectable observations, we might get very 
different results because assigning different values to 
the non-detectables changes the mean and variance 
of the whole sample. As a simple and easy to imple-
ment alternative, a non-parametric method is usually 
recommended.  

        Non-parametric tests are also called distribu-
tion free statistics because they do not require that 
the data fit a known parameterized distribution such 
as normal. Since they require making fewer assump-
tions about the data, these tests are widely used in 
the analysis of many types of data, such as rank data, 
categorical data, as well as data with “non-detect-
able” values.

         Analog to many of the parametric tests, there are 
a number of commonly used non-parametric tests for 
specific types of comparisons. 

            1. Mann-Whitney U Test (also Wilcoxon Rank 
Sum Test):

      This test is commonly used for comparing the 
median of two independent groups of ordinal or rank 
data to determine if they are significantly different. It 
is the non-parametric equivalent of the widely used 
two-sample t test.

 2. Kruskal-Wallis Test:

        This test extends the Mann-Whitney U test to 
more than 2 groups, and it is the non-parametric 
equivalent of the Analysis of Variance (ANOVA).
 

 3. Wilcoxon Signed-Rank Test:

          This test compares two related samples, e.g., 
paired/matched, or repeated measures on the same 
samples, to make inferences as to whether the mean 
ranks of the two related populations differ. It is the 
non-parametric equivalent of the paired two-sample 
t test.

 4. Friedman’s Test:

          This test is used to detect differences in treat-
ments with repeated measures on the same samples. 
It is the non-parametric equivalent of the repeat mea-
sures ANOVA.

               The principle of a non-parametric test is to make 
no assumptions about the distribution of the outcome 
variable, but to use the rank of the data for making 
statistical inferences. We will use the Mann-Whitney 
U test to explain how this works. The Mann-Whitney 
U test has two basic assumptions: the observations 
are independent of each other, and the data values 
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are ordinal – that is, one can compare any two data 
values and objectively state which is greater. 

      In the study mentioned above, the objective is 
to compare the drug metabolite concentrations in the 
blood between two administration regimes. The hypo-
thetical data are presented below. The first row is the 
metabolite concentrations for patients who took the 
drug in capsule (nC = 4), and the second row is the 
concentrations for patients who took the drug in tablet 
(nT = 5). The total number of patients in this study is 
N = nT + nC =9.

Capsule   0.59       0.31         1.22   0.52

Tablet      0.11        Non-         0.31   0.05        0.53
                           detectable*

* Detection threshold is 0.01µg/l.

      Since one patient had non-detectable blood me-
tabolite, the commonly used parametric test is not ap-
propriate; we will apply a non-parametric test to this 
data. Note that patients who took the drug in capsules 
are independent (not paired/matched) of those who 
took the drug in tablets, thus a Mann-Whitney U test 
rather than a Wilcoxon Signed-Rank test should be 
used.

       First, we define the null and alternative hypothe-
ses of the Mann-Whitney test:

H0 : There is no difference in the ranks of metabolite con-
centrations between the two regimes; 
HA : There is a difference in the ranks of metabolite concen-
trations between the two regimes.

     The null (H0) hypothesis can be mathematical-
ly stated in two ways. The general meaning is that 
the probability of drawing larger values from the first 
population than the second population is equal to the 
probability of drawing larger values from the second 
population than the first population. A more strict ex-
pression of H0 is that there is no significant difference 
between the median values for the ranked data in 

both populations.

     To assign ranks to the data, we order the com-
bined samples of the two administration regimes 
while keeping track of the two groups (Table below). 
In other words, the ranks are assigned to individu-
al observations regardless which group they belong 
to; in the meantime, the grouping information is still 
kept. Note that when ties are present, we average the 
ranks. For example, the 4th and 5th ordered values are 
both 0.31, thus we assign the averaged rank of 4.5 to 
both of them.

Obser- Capsule                           0.31 0.52         0.59  1.22
va-       Tablet     Non-  0.05 0.11 0.31         0.53  
tions                  detec-
                           table

* The 4th and 5th ordered values are both 0.31, the 
mean rank of 4.5 was assigned to both of them.

        The next step is to calculate the U statistic. The 
distribution of U under the null hypothesis is known. 
Tables of this distribution for small samples are avail-
able. For samples larger than 20, the distribution is 
approximated to be normal. The calculation can be 
done manually or using a formula. 

       To manually determine U, pick the sample that 
seems to have the smaller values. The final result is 
independent of which group is chosen, but one group 
requires less effort. For our example, pick the Tab-
let data. For each Tablet data value, count how many 
Capsule data values are less than the Tablet data 
value. Add all these counts together. For our exam-
ple, Non-detectable has 0 Capsule data values less 
than it, 0.05 has 0 Capsule data values less than 
it, 0.11 has 0 Capsule data values less than it, 0.31 
has 0 Capsule data values less than it and 1 tie, and 
0.53 has 2 Capsule data values less than it. Ties are 

Ranks  Capsule                           4.5*    6              8       9
            Tablet       1        2      3    4.5*           7
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scored as 0.5. For our example:

                 UT = 0 + 0 + 0 + 0.5 + 2 = 2.5.

        If the Capsule data is used as the reference, one 
gets a different, but predetermined, result:

                   UC = 3.5 + 4 + 5 + 5 = 17.5.

        The sum (UT + UC ) must equal the number of pos-
sible ways to compare nT  things against nC things: 

                    UT + UC = nT × nC= 20.

        The above algorithm can be automated by cal-
culating the sum of the ranks for both the capsule and 
tablet groups separately. For the hypothetical data, 
the rank sums of the Capsule and Tablet groups are 
RT  = 27.5 (4.5+6+8+9) and RC  = 17.5 (1+2+3+4.5+7), 
respectively. Note that it is always a good practice to 
check whether the total sum of ranks (both groups 
included) equals to  N(N+1) ⁄ 2 to make sure that all 
the ranks are calculated correctly. In our calculation, 
we have N = 9 and thus (N(N+1)) ⁄ 2 = 45, which does 
equal to 27.5+17.5.

           
        U is the minimum of UT and UC , which are cal-
culated below for the Capsule and Tablet groups re-
spectively. We let,

UT = nT  nC  + nT (nT +1) - RT  = 20 + 10 - 27.5 = 2.5,
                            2
UC = nT  nC  + nC (nC  +1) - RC   = 20 + 15 - 17.5 = 17.5,
                            2
then             
                       U = min ( UT , UC ) = 2.5

          Note that in the formulas, the first term is the 
total number of comparison possibilities, the second 
term is total sum of the rank sums for both groups, 
and the R term is the rank sum for the chosen group. 

       The U value is converted to a significance or p 
value using the known distribution of U under the null 
hypothesis. For large samples, a normal approxima-
tion can be used:

        We define,

                       z = ( U - mU ),
                                  σU 

        where  mU = (nT  nC)  ⁄ 2 (the median value for U 
corresponding to a null assumption),

σU =    nT  nC ×  N 3 - N  - ∑ j=1 ( t j - t j )
          N(N -1)         12                    12

       (the standard deviation for U).

           Note that J is the number of groups of ties, and 
t j  is the number of tied ranks in group j. Also if there 
are no ties in the data, then the formula reduces to     
σU  =   nT  nC(N +1)         The  value  z  is  the  difference
                      12
between the observed comparisons vs. the median 
value (50% greater and 50% less) normalized to the 
standard deviation of the U statistic for the data. Ta-
bles (and computations) of p values from z values are 
readily available. 

     Apply this formula to the above example, we have,

                      U - nT nC  ⁄ 2                 2.5 - 10   
Z =                                                          =            = -1.8448,
        nT  nC ×  N 3 - N  - ∑ j=1 ( t j - t j )    4.0654

        N(N-1)         12                    12

        Since Z follows a standard normal distribution, 
the probability of observing a value equal to or more 
extreme than the observed, given the null hypothesis 
is true, is 2 × P(Z ≤ -|z|) for a two sided test. In this ex-
ample, the p value is 2 × P(Z  ≤ -|-1.8448|) = 0.0651.

        Since the p value is greater than 0.05, we do 
not reject H0 , and conclude that there is not sufficient 
evidence that the ranks of metabolite concentration 
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differ between the two regimes.

        It may, at first glance, seem inappropriate to 
apply the mathematics of normal distributions to data 
that are known to not be normally distributed. This 
is the beauty of using rank methods to analyze the 
data. Any data point can be greater than, less than, 
or equal to the independent data point that it is being 
compared with. There are no other possibilities. Un-
der the null hypothesis, the probability of a given data 
point having a greater value than the point it is be-
ing compared with must be equal to the probability of 
having a lesser value. The comparison is reduced to 
a coin flip, so the accumulated comparisons behave 
exactly as a random walk which does follow a normal 
distribution for large N. 

              Since U has a discrete distribution (U is derived 
from ranks, thus it can take only certain values) and 
Z follows a normal distribution, which is continuous 
(can take any value between -∞ and +∞), very often, 
an adjustment of continuity is performed to correct for 
the probability of using a continuous distribution to ap-
proximate a discrete distribution. In other words, the 
cumulative probability of a discrete random variable 
has jumps. To use a continuous distribution to approx-
imate it, a correction is recommended to spread the 
probability uniformly over an interval, especially when 
the sample size is small. In this case, the z value after 
applying continuity correction is,

       and the corresponding p value for a two sided test 
is 0.0851.

     A number of statistical software can be used to 
perform a Mann-Whitney U test. For example, the R 
code for the above Mann-Whitney test is:

       Capsule = c (0.59, 0.31, 1.22, 0.52)
       Tablet = c (0.11, 0.005*, 0.31, 0.05, 0.53)

        U - Sign (U-mU ) / 2-nT  nC   ⁄ 2      3 - 10   
Z =                                                          =            = -1.7218,
        nT nC  ×  N 3 - N  - ∑ j=1 ( t j - t j )      4.7

        N(N-1)         12                    12    √
 J 3

         Wilcox.test (Tablet, Capsule, correct=TRUE) 
       if continuity is to be adjusted; or
         Wilcox.test (Tablet, Capsule, correct=FALSE) 
       if continuity is not to be adjusted.

       The output from R is (with continuity correction),

          Wilcoxon rank sum test with continuity correction

data:  Tablet  and  Capsule
W = 2.5, p-value = 0.0851
alternative hypothesis: true location shift is not equal to 0

      Note that the non-detectable observation was 
assigned a value 0.005, which is equal to the half 
of the lower detectable threshold*. In fact, assigning 
any value less than 0.01 would be acceptable since 
non-parametric test uses the rank of the data to make 
inferences, thus as long as the assigned value is less 
than the threshold, the result will be the same. On 
contrast, assigning different values to the non-detect-
able observations when using a parametric test can 
sometimes results in very different results.

   The SAS code for a Mann-Whitney test is:

    proc npar1way data=data Wilcoxon correct=yes;   
    *(use correct=no if continuity is not to be adjusted)
    class regime;
    var concentration;
    run;

The output from SAS is (with continuity correction): 

                             Wilcoxon Two-Sample Test
     Normal Approximation  
     Z                                                        1.7218
     One-Sided Pr > Z                                 0.0425
     Two-Sided Pr > |Z|                                 0.0851
         Z includes a continuity correction of 0.5.

        In summary,   a non-parametric test is a very 
useful tool for analyzing your data when the sample 
size is comparatively small and the distribution of the 
outcome is unknown and cannot be assumed to be 
approximately normal.
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