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From the analytical point of view, either a fixed 
or random effect statistical model can be used in a 
meta-analysis.1 While a fixed effect model assumes 
that all studies are estimating the same (fixed) treat-
ment effect, a random effect model assumes that indi-
vidual studies selected for a meta-analysis are random 
samples from a larger population of studies. We will 
briefly discuss which model is more appropriate after 
a discussion of the limitations of a meta-analysis. 
Note that these limitations are naturally associated 
with a meta-analysis and should be addressed appro-
priately in the planning stage.

Subjective data quality assessment

If the data quality of individual studies is poor due 
to, for example, poor randomization or inadequate 
blinding, then regardless of the statistical model used, 
the conclusion of a meta-analysis can be misleading. 
This is known as “garbage in–garbage out.”3,4,5,7

To address this issue, it is highly recommended 
to include only randomized clinical trials in a meta-
analysis whenever feasible because non-randomized 
studies are more susceptible to bias. Among rand-
omized trials, it is critical to formally assess the data 
quality on the basis of randomization, blindness, com-
pliance, drop-out and withdrawal, intention-to-treat, 
etc., for each study. Should randomized trials not be 
available, observational studies, such as cohort and 
case-control studies, can be included, and it is essen-
tial to assess whether such studies have selection 
biases, and whether confounders have been ade-
quately controlled. 

There are several options for calculating study 
quality scores, along with recommendations on how 
to incorporate such scores in data analyses. The 
most straightforward and easy-to-implement option 
is to define an acceptable quality score and include 
only studies with higher scores than this threshold 
in the meta-analysis. The overall goal of data quality 

I am planning to perform a meta-analysis to 
compare sodium-glucose cotransporter-2 (SGLT2) 
inhibitors and dipeptidyl peptidase-4 (DPP-4) inhibitors 
as add on therapy to metformin in treating type II 
diabetes patients. I have a concern that if a meta-
analysis is not appropriately performed, it could lead 
to a biased conclusion. How does one improve the 
quality of a meta-analysis?

First applied by Karl Pearson, and coined by Gene 
Glass, a meta-analysis is a statistical analysis that 
summarizes the results from a number of individual 
studies.3 Meta-analysis is a useful tool across several 
research fields, including biomedical sciences, and is 
increasingly preferred in systematic literature reviews. 
Generally speaking, meta-analysis can be performed 
by using either individual subject data or analytical 
results from individual studies. Although there are a 
number of advantages using individual subject data, 
very often those data are not readily available due to 
either patient information confidentiality or institutional 
financial considerations. Therefore, in this article, we 
will focus primarily on meta-analysis of aggregated 
data. 

Meta-analysis is a quantitative analysis for sys-
tematic literature reviews, in which results from indi-
vidual studies are summarized numerically. Although 
meta-analysis increases the statistical power of 
hypothesis testing and improves the precision of point 
estimates, due to often substantially increased sam-
ple size, it does rely on certain assumptions implicitly 
made in making statistical inferences. In fact, many of 
the critiques of meta-analysis are related to violations 
of these assumptions, attributable to decision making 
in the analysis process. 
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assessment is to make this subjective decision mak-
ing process as transparent and reproducible as possi-
ble, and it should be planned in advance, and clearly 
reported in the methods of analysis. 

Publication bias

Under both the fixed and random effect models, 
the included studies should represent random sam-
ples from a homogeneous population. However, it is 
common that if a study has a small sample size and 
negative findings, then it is less likely to be accepted 
for publication, compared to studies with larger sam-
ple sizes or positive findings. Therefore, many small 
studies with negative findings would be missed in lit-
erature searches and thus systematically excluded 
from a meta-analysis. In addition, studies published 
in a language other than English might not be consid-
ered as part of the literature search.5 This exclusion 
of studies from a meta-analysis is called “publication 
bias.”1–7 Though it is hard to address publication bias, 
literature searches should be comprehensive and 
sensitive, and it is beneficial to perform a thorough 
review of supplementary materials of available litera-
ture for “unpublishable” results.

Nevertheless, publication bias can be assessed 
post hoc by using a funnel plot with effect estimates 
of the studies on the x axis and either the sample size 
of the studies or the effect variability on the y axis.2,6 
Should there be no serious publication bias, the plot 
would have a funnel shape. Otherwise, one lower 
side of the funnel would be blank. 

Heterogeneity

There are two types of heterogeneity: methodo-
logical and clinical heterogeneity. Methodological het-
erogeneity is attributable to variations in data quality. 
Examples include differences in the quality of rand-
omization, the degree of blindness, and the control 
of covariates. Because this type of heterogeneity is a 
reflection of difference in individual study quality, but 
not the difference in intervention effect, it should be 
avoided whenever possible.

On the other hand, clinical heterogeneity reflects 
real differences in patients, interventions, and out-
come measurements, and thus is often considered 
a strength of a meta-analysis. Specifically, because 
a meta-analysis allows the inclusion of more hetero-
geneous groups of subjects than an individual study, 
it facilitates the generalization of results to a larger 
population. That said, it is challenging to define unam-
biguously the larger population represented by sub-
jects in a meta-analysis since subjects from individual 
studies are often convenience samples.

While making a decision on whether to include a 
large study into a meta-analysis could be less sub-
jective, it is often not so for a small study. In fact, 
subjects recruited in a small study are usually more 
homogeneous than those in a large study, and thus 
often a larger effect can be observed if the effect is 
real. Consequently, the inclusion of one or more small 
studies could substantially affect the overall effect 
estimate of a meta-analysis. Analytically, small stud-
ies are sometimes considered to be potential outliers, 
and there are options for removing such studies from 
a meta-analysis. However, this process can be sub-
jective if the total number of studies is small. 

Similar to data quality assessment, the decision 
on study inclusion/exclusion on the basis of hetero-
geneity consideration can also be subjective. Broader 
inclusion increases heterogeneity, but results might 
not apply to any specific group of subjects; narrower 
inclusion increases homogeneity, but results would 
not apply to a large population. To minimize subjec-
tivity and improve reproducibility, it is highly recom-
mended that researchers define the study inclusion 
criteria in advance and report clearly this decision 
making process.

Post hoc evaluation of heterogeneity can be per-
formed both numerically and graphically. Numerically, 
the commonly used test statistic is the Cochran’s 
Q calculated by summing the squared deviations 
of each study’s estimate from the overall estimate, 
weighted by each study’s contribution.2 To evaluate 
the degree of heterogeneity, the calculated Q statistic 
is compared with a Chi-squared distribution with k-1 
degrees of freedom, where k is the number of studies. 
If the test statistic is small, it indicates the studies are 
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homogeneous; otherwise, if it is greater than a critical 
value, it indicates that the studies are heterogeneous. 
Unfortunately, like many other methods for testing 
heterogeneity, the statistical power for Cochran’s Q is 
low if the number of studies is small. Graphically, het-
erogeneity can be evaluated by using a forest plot,1 
in which treatment effect along with the confidence 
interval are plotted by trial. The variation of individual 
study estimate can be visually inspected.

Depending on whether the studies are homoge-
neous, a fixed or random effect model can be used 
to estimate the overall effect.7 If the estimates for 
individual studies are similar, and the results are not 
expected to be generalized to different populations, a 
fixed effect model can be applied; otherwise, a random 
effect model is preferred. In reality, due to the nature 
of meta-analysis data collection, it is often unrealistic 
to assume that all the studies included have similar 
effect size; therefore, a random effect model is gener-
ally recommended. Note that should there be minimal 
heterogeneity between studies, the fixed and random 
effect models are virtually the same.

Transparency and reproducibility are critical con-
siderations in a meta-analysis. If all subjective deci-
sion making processes are well planned and reported, 
then it is possible that results from a meta-analysis 
can be reproduced. Therefore, researchers who have 
the same research interest would have the option 
of evaluating the impact of the subjective decision 
making processes by re-analyzing the meta-analytic 
data using modified criteria, and making their own 
conclusions that are more pertinent to their interests. 
To facilitate transparency and reproducibility, many 
software packages have been developed, e.g., the 
RevMan (https://community.cochrane.org/help/tools-
and-software/revman-5) software for preparing and 
maintaining a Cochrane Review, and the GRADEpro 
software (www.gradepro.org) for judging the quality 
of a study.1

In general, a meta-analysis performs an exhaus-
tive literature search on an outcome and an inter-
vention and then provides a numerical synthesis of 

evidence collected from all eligible studies. With a 
negligible cost compared to a large randomized trial, 
if appropriately performed, a meta-analysis could 
attract a large number of citations, and provide a val-
uable reference for future research and practices in a 
specific field.
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