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to the right is also presented in Figure 1 (right panel). 
Note that, if the sample size is small, e.g., less than 10, 
then such an assessment might not be informative. 

(b)  The normal Q-Q plot

A Q-Q plot is a scatterplot created by plotting two 
sets of quantiles—one is the data quantile, and the 
other is the theoretical distribution quantile-against 
one another. If the two sets of quantiles came from the 
same distribution, then the points on the plot roughly 
form a straight line. For example, a normal Q-Q plot 
represents the correlation between the data and nor-
mal quantiles and measures how well the data are 
modeled by a normal distribution. Therefore, if the 
data are sampled from a normal distribution, then 
the data quantile should be highly positively corre-
lated with the theoretical normal distribution quantile, 
and the plotted points should fall approximately on a 
straight line.

Very often a “fat pencil test” can be performed to 
make an informal evaluation on whether the data point 
line is straight. Imagine placing a “fat pencil” on top of 
the data line—if the “fat pencil” covers all the points 
on the plot, then we could conclude that the data are 
approximately normally distributed. Otherwise, if there 
are points that are visible beyond the edges of the 
“fat pencil”, then the data are probably not normally 
distributed. Figure 2 is a normal Q-Q plot for 200 ran-
domly generated values from a normal distribution; it 
is easy to see that there would be no visible points if 
a “fat pencil” is place on the top of the data line. Note 
that the “fat pencil test” is fast and intuitive, but it is not 
a substitute for a formal statistical test.

2. Statistical testing of normality

Several tests can be used for testing data normal-
ity; the Shapiro-Wilk W test is considered the most 
powerful one in most situations.   

I have completed a clinical trial with one primary 
outcome and various secondary outcomes. The goal 
is to compare the randomly assigned two treatments 
to see if the outcomes differ. I am planning to perform 
a two-sample t-test for each of the outcomes, and one 
of the assumptions for a t-test is that data are normally 
distributed. I am wondering what the appropriate 
approaches are to check the normality assumption.

The normal distribution is the most important dis-
tribution in statistical data analysis. Most statistical 
tests are developed based on the assumption that the 
outcome variable/model residual is normally distrib-
uted. There are both graphical and numerical meth-
ods for evaluating data normality (we will focus on 
univariate normality in this article).

1. G raphical evaluation

(a)  Histogram

A histogram is an approximate representation of 
a numerical data distribution. It is a common practice 
to create a histogram to visually exam the data distri-
bution and potential outliers before performing a for-
mal statistical test. A bell-shaped histogram is often 
an indication that data distribution is approximately 
normal if sample size is sufficiently large; otherwise, 
severe skewness (a measure of symmetry in a dis-
tribution), and/or higher kurtosis (a measure of the 
“tailedness” of the distribution of random variables), 
as well as outliers are indications of violation of nor-
mality. As an example, we randomly generated 200 
values from a normal distribution, and the histogram 
(Figure 1; left panel) is approximately bell-shaped. As 
a comparison, a histogram for a distribution skewed 
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(a)  The Shapiro-Wilk W test 

The Shapiro-Wilk test tests whether the outcome 
data, a random sample from the entire population, 
came from a normally distributed population. In other 
words, the Shapiro-Wilk test evaluates how likely it 
is that the values in the sample are observed, if the 
outcome variable is normally distributed in the entire 
population. In fact, the test statistic W is roughly a 
measure of the straightness of the normal Q-Q plot. 
More specifically, W is the ratio of two estimates of the 
variance of a normal distribution given data, that is, 

where x(i) is the ith order statistic of the sample, x- is 
the sample mean, , where 

Figure 1.  An example histogram. 

Figure 2.  An example Q-Q plot.

 is the expected 
values of the order statistics of independent and iden-
tically distributed random variables sampled from the 
standard normal distribution, and V is the covariance 
matrix of those normal order statistics. 

The null and alternative hypotheses are:

H0: The population is normally distributed. 
Ha: The population is not normally distributed.

If the p value from the test is less than a pre-  
specified significance level, then the null hypothesis is 
rejected, and we can conclude that there is evidence 
that the data are not normally distributed. Otherwise, 
the null hypothesis cannot be rejected. Like many 
other tests, sample size is a concern when performing 
a Shapiro-Wilk test. On the one hand, if the sample 
size is small, then the test has low power. On the other 
hand, if the sample size is large, then the Shapiro-Wilk 
test might detect a deviation from normality that might 
be too small and not meaningful (we will explain why a 
small deviation from normality is acceptable for most 
statistical tests that require normality, if sample size is 
large, later in the article). Therefore, it is preferable to 
take both the numerical and the graphical (e.g., a nor-
mal Q-Q plot) evaluations into account before reaching 
a conclusion. Note that although the Shapiro-Wilk test 
is a powerful test, it does not work well if there are many 
identical values in the data.
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(b)  Other tests 

i.  The Kolmogorov-Smirnov Test

The Kolmogorov–Smirnov test is a widely used 
non-parametric test for comparing two samples and 
can also be used to quantify the distance between 
an empirical distribution function of the sample and 
the cumulative distribution function of a reference dis-
tribution. In general, the Kolmogorov–Smirnov test is 
less powerful for testing normality than the Shapiro–
Wilk test.

ii.  The Anderson-Darling test

The Anderson-Darling test is a modification of 
the Kolmogorov-Smirnov test and gives more weight 
to the tails than does the Kolmogorov–Smirnov 
test. Therefore, this test is more powerful than the 
Kolmogorov-Smirnov test and can be as powerful as 
the Shapiro-Wilk test under certain situations. 

Other tests that can be used for testing normality 
include the Martinez-Iglewicz test, the D’Agostino’s 
K-squared test, and the Ryan-Joiner normality test, etc.

3.  Deviation from the normality assumption

Many statistical tests that require a normality 
assumption are robust to deviations from the normality. 
For example, the t-test is valid if the sample mean(s) 
is normally distributed (and sample variance follows a 
scaled χ2 distribution), even if the sample data are not 
normally distributed. This is because, by central limit 
theorem, the distribution of sample mean is normally 
distributed for moderately large samples even if the 
data are not normally distributed. Similarly, in linear 
regression, it has been shown that the test statistic for 
testing the regression slope will converge in probabil-
ity to the standard normal distribution. Therefore, as 
we have mentioned earlier, if the sample size is large, 
most of the statistical tests that require a normality 
assumption are still valid, even if the data distribu-
tion deviates from normal. This is consistent with our 
understanding that a normality test p value is not the 
only factor to consider to determine whether a statisti-
cal test is appropriate, even if from the perspective of 
the normality assumption.

4.  Data that are not normally distributed

If the normality test result shows that the normality 
assumption is violated, very often a data transforma-
tion is recommended. Other times, a non-parametric 
test can be used. For example, a Mann-Whitney U test 
(also called the Wilcoxon rank-sum test) can be used 
to compare two independent samples, and a Kruskal-
Wallis Rank Sum Test can be used to compare multi-
ple groups. In addition, some data are known to follow 
a distribution other than normal, for example, binary 
outcome data, count data, etc. In such cases, a gen-
eralized linear model can be used. 

In summary, many statistical tests require a nor-
mality assumption. Both graphical and numerical 
methods are available for evaluating data normality. 
However, for samples with a small number of obser-
vations, none of these methods is satisfactory. On the 
other hand, for samples with a large number of obser-
vations, some of the normality tests might be too sen-
sitive. Therefore, it is preferable to take both graphical 
and numerical evaluation results into account to reach 
a conclusion. Nevertheless, many statistical tests that 
require a normality assumption are robust to devia-
tions from normality due to the central limit theorem, 
and thus a normality test is not the only factor to con-
sider in order to determine whether a statistical test 
that requires a normality assumption is appropriate.  
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